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1. Introduction

Low power circuit design is one of the most interested topics in current researches of hardware designers. Landauer in the early 1960s proved that irreversible computation, regardless of its realization technique, results in energy dissipation due to the information loss. For every bit of information that is erased, K.T.ln2 joules of energy dissipates as heat, where $K = 1.3806505 \times 10^{-23} m^2 kg^{-2} K^{-1}$ (joules

*Corresponding author.
Kelvin\(^{-1}\) is the Boltzmann’s constant and \(T\) is the absolute temperature at which operation is performed.\(^2\) Theoretically, a reversible circuit has zero internal power dissipation because it does not lose information. A circuit is reversible if and only if the input vector can be uniquely recovered from the output vector. That is, there is a one-to-one correspondence between its input and output assignments.\(^3\)–\(^5\) Consequently, a reversible logic gate or circuit has to have equal number of inputs and outputs. Such gates or circuits allow the reproduction of the inputs from observed outputs and we can determine the inputs from the outputs.\(^3\)–\(^6\) Reversible logic has received significant and considerable interest in quantum computation because time evolution of a closed quantum mechanical system is inherently reversible. It has applications in low power CMOS design, optical information processing, DNA computing, bioinformatics, quantum computing and nanotechnology.

Quantum gates, on the other hand, are introduced based on quantum computing theory. Since a closed quantum mechanical system is inherently reversible, quantum circuits are also reversible. Technically, the \(1 \times 1\) and \(2 \times 2\) quantum gates are realized in some quantum techniques.\(^7\) However, the bigger gates such as \(3 \times 3\) gates cannot be directly realized in quantum technology. Therefore we use the \(1 \times 1\) and \(2 \times 2\) gates to implement the bigger ones. The quantum cost (QC) of a reversible or quantum circuit is defined as the number of \(1 \times 1\) or \(2 \times 2\) gates used to implement the circuit.

Synthesis of quantum or reversible logic circuits is significantly more complicated than traditional irreversible logic circuits. In a reversible logic circuit, fan-out and feedback are not permitted.\(^3\) Some of the main measures in designing an efficient reversible logic circuit are: Number of gates (NOG), Number of garbage outputs (Gout), Number of constant inputs (Gin), Total quantum cost (QC), and Total logical calculations (circuit cost).

Garbage outputs are some outputs that are not used for further computations in the circuit.\(^5\) The inputs that are added to an \(n \times k\) function to make it reversible are called constant inputs.\(^8\)

Multiplication is a heavily used arithmetic operation in many computational units. It is necessary for the processors to have high speed multipliers. This paper presents two new \(4 \times 4\) bit reversible multiplier circuits. These proposed reversible \(4 \times 4\) multiplier designs has lower hardware complexity, less garbage bits, less quantum cost and less constant inputs than previous ones, and can be generalized to construct fast reversible \(n \times n\) bit multipliers. The proposed reversible multiplier designs are superior in these respects to all the existing counterparts.\(^9\)–\(^12\)

An implementation of reversible HNG\(^13\) using quantum gates is also proposed. We use reversible HNG in one of our multiplier designs. The implementation of MKG is also proposed. The MKG is not used in our designs, but included for comparison with previous reversible multiplier design that made use of it. The quantum realization of HNG shows that the full adder circuit which is designed using the HNG has minimum quantum cost among all the full adder designs in reversible logic literature.
Background of reversible and quantum logic gates are given in Sec. 2. The proposed equivalent circuit implementations of MKG and HNG are presented in Sec. 3. The proposed reversible multiplier circuit designs are described in Sec. 4. Evaluation of the proposed reversible multiplier circuits are presented in Sec. 5. Conclusions are presented in Sec. 6. A comprehensive list of references is also provided.

2. Background

This section reviews the reversible logic gates that are used in this paper. In addition, some other reversible logic gates are presented to allow for comparison with related studies. At the end of this section we will discuss about quantum gates.

An \( n \)-input \( n \)-output function \( F \) is said to be reversible if and only if there is a one-to-one correspondence between the inputs and the outputs. In other words, the input vector can be uniquely recovered from the output vector. An \( n \times n \) reversible logic gate can be represented as:

\[
I_v = (I_1, I_2, I_3, \ldots, I_n),
O_v = (O_1, O_2, O_3, \ldots, O_n),
\]

where \( I_v \) and \( O_v \) are input and output vectors respectively. Several reversible logic gates have been proposed in the past years\textsuperscript{13–20} such as: Feynman gate (FG\textsuperscript{14}), Toffoli gate (TG\textsuperscript{15}), Fredkin gate (FRG\textsuperscript{16}), Peres gate (PG\textsuperscript{17}), New gate (NG\textsuperscript{18}), MKG\textsuperscript{19}, HNG\textsuperscript{13} and TSG.\textsuperscript{20} In this section we review these reversible logic gates.

Feynman gate (FG): Feynman gate also known as controlled-not gate (CNOT), is a \( 2 \times 2 \) reversible gate that can be described by the equations: \( P = A \), and \( Q = A \oplus B \), where “\( A \)” is control bit and “\( B \)” is the target bit. It is shown in Fig. 1. If control input (\( A \)) is “1”, the target output (\( Q \)) is NOT of \( B \); otherwise, it is \( B \). The Feynman gate can be used to copy a signal. If the \( B \) input in Fig. 1 is “0” then two outputs of gate are equal to \( A \). Since fan-out is not allowed in reversible logic circuits, the Feynman gate is used as the fan-out gate to copy a signal. The QC of this gate is one.

Toffoli gate (TG): Toffoli gate also known as controlled controlled-NOT (CCNOT) is a \( 3 \times 3 \) reversible logic gate. The Toffoli gate can be represented as:

\[
I_v = (A, B, C),
O_v = (P = A, Q = B, R = AB \oplus C),
\]

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig_1.png}
\caption{Two symbols of Feynman gate.}
\end{figure}
where \( I_v \) and \( O_v \) are input and output vectors. The Toffoli gate is shown in Fig. 2. The Toffoli gate is universal, i.e., any reversible logic circuit can be constructed by a finite number of Toffoli gates and constant inputs. If the target input of this gate (C input) is set to “0”, the target output (R) is \( A.B \). The QC of this gate is five, i.e., it is implemented using five quantum \( 2 \times 2 \) gates.

Fredkin gate (FRG): Fredkin gate also known as controlled permutation gate, is a \( 3 \times 3 \) reversible logic gate. It can be represented as:

\[
I_v = (A, B, C), \quad O_v = (P = A, Q = A'B \oplus AC, R = A'C \oplus AB),
\]

where \( I_v \) and \( O_v \) are input and output vectors. It is shown in Fig. 3. Fredkin gate is a conservative gate, that is, the Hamming weight of its input vector is the same as the Hamming weight of its output vector. This gate has QC of 5.

Peres gate (PG): Peres gate also known as New Toffoli gate (NTG), constructed by one Toffoli and one Feynman gate is a \( 3 \times 3 \) reversible logic gate. It can be represented as:

\[
I_v = (A, B, C), \quad O_v = (P = A, Q = A \oplus B, R = AB \oplus C),
\]

where \( I_v \) and \( O_v \) are the input and output vectors. The Peres gate is shown in Fig. 4. Peres gate is equal to the transformation produced by a Toffoli gate followed by a Feynman gate. The symbol and functionality of Peres gate are shown in Fig. 4(a).
Another symbol, presented in Ref. 21 is depicted in Fig. 4(b). Its equivalent circuit is shown in Fig. 4(c). The Peres gate is also universal. Though it seems more complex than the Toffoli gate, its QC is 4 which is less than QC of a Toffoli gate.

New gate (NG): New gate is a $3 \times 3$ reversible gate. It can be represented as:

$$I_v = (A, B, C),$$
$$O_v = (P = A, Q = AB \oplus C, R = A'C' \oplus B'),$$

where $I_v$ and $O_v$ are the input and output vectors. The symbol of NG is shown in Fig. 5. The implementation of this gate is reported in Ref. 21 and its QC is 7.

TSG gate: TSG gate is a $4 \times 4$ reversible logic gate. The TSG gate is shown in Fig. 6, where each output is annotated with the corresponding logic expression. The TSG is universal. Its equivalent circuit shows that the TSG has QC of 18. The optimized QC of this gate, reported in Ref. 21, is 14.

MKG gate: MKG is a $4 \times 4$ reversible logic gate. The MKG can be represented as:

$$I_v = (A, B, C, D),$$
$$O_v = (P = A, Q = C, R = (A'D' \oplus B') \oplus C, S = (A'D' \oplus B') \cdot C \oplus (AB \oplus D)),$$

where $I_v$ and $O_v$ are the input and output vectors. The MKG is universal. It is shown in Fig. 7, where each output is annotated with the corresponding logic expression. In Sec. 4 we show that the QC of the MKG is 13.

HNG: HNG is $4 \times 4$ reversible logic circuit. The HNG can be represented as:

$$I_v = (A, B, C, D),$$
$$O_v = (P = A, Q = B, R = A \oplus B \oplus C, S = (A \oplus B) \cdot C \oplus AB \oplus D),$$

where $I_v$ and $O_v$ are the input and output vectors. The HNG is universal. The HNG is shown in Fig. 8, where each output is annotated with the corresponding logic expression.
HNG can work singly as a reversible full adder. To the best of our knowledge the minimum QC reported for FA is 6.\textsuperscript{21} In Sec. 4 we show that the QC of the HNG is also 6. Thus, the QC of the HNG full adder is minimum possible QC for a full adder design. On the other hand Peres full adder needs two Peres gates.\textsuperscript{14} Thus, its QC is 8. We use these two full adder circuits later to construct our multiplier designs.

The Feynman, Fredkin, NG, TSG and MKG are not used in our proposed designs, but included for comparison with existing reversible multiplier designs that make use of these gates.\textsuperscript{9–12} A basic circuit that is used in our multiplier designs is full adder. Two different full adders which we have used in our designs are depicted in Figs. 9(a) and 9(b).

Quantum gates are defined based on quantum computing theory. Quantum gates act on small units of quantum data, named qubits (or quantum bits). A qubit is shown by a two-dimensional vector. The quantum gates are shown by unitary matrices.\textsuperscript{7,22} A one-qubit quantum gate is shown as a $2 \times 2$ unitary matrix. For instance, the Hadamard gate operates on a single qubit. It is represented by the Hadamard matrix (Eq. (1)). Since the rows of the matrix are orthogonal, $H$ is a unitary matrix.

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}. \quad (1)$$

Quantum gates are defined based on quantum computing theory. Quantum gates act on small units of quantum data, named qubits (or quantum bits). A qubit is shown by a two-dimensional vector. The quantum gates are shown by unitary matrices.\textsuperscript{7,22} A one-qubit quantum gate is shown as a $2 \times 2$ unitary matrix. For instance, the Hadamard gate operates on a single qubit. It is represented by the Hadamard matrix (Eq. (1)). Since the rows of the matrix are orthogonal, $H$ is a unitary matrix.

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}. \quad (1)$$

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}. \quad (1)$$
The controlled-$U$ gate is a gate that operates on two qubits in such a way that the first qubit serves as a control (Eq. (2)).

$$C(U) = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & x_{00} & x_{01} \\ 0 & 0 & x_{10} & x_{11} \end{bmatrix}.$$  \hspace{1cm} (2)

Two well known quantum gates are $V$ and $V^+$. The $V$ gate, named square root of NOT, have properties expressed in Eqs. (3) and (4).

$$V = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}^{1/2} = \frac{1+i}{2} \begin{bmatrix} 1 & -i \\ -i & 1 \end{bmatrix},$$  \hspace{1cm} (3)

$$\begin{cases} V \times V = NOT, \\ V \times V^+ = I. \end{cases}$$  \hspace{1cm} (4)

Since the quantum gates larger than $2 \times 2$ are not directly realizable in the current quantum technology, the quantum cost (QC) is defined as the number of $1 \times 1$ or $2 \times 2$ quantum gates, needed to implement the gate or circuit.

3. Implementation of MKG and HNG

In this section we propose the implementation of MKG and HNG circuits. We show that the QC of MKG is 13, and the QC of HNG is just 6.

3.1. Implementation of MKG

Our proposed implementation of MKG is shown in Fig. 10. The circuit consists of a Feynman plus three Peres gates. Thus the QC of MKG is $1 + 3 \times 4 = 13$.

3.2. Implementation of HNG

Recently, Thomsen and Gluck in Ref. 23 stated that the HNG is a complex $4 \times 4$ reversible logic gate. Because of its complex functionality, it seems the HNG has a large QC; however, our quantum implementation of the HNG (Fig. 11) shows that it has QC of 6. We can verify that this circuit (Fig. 11) is equivalent to the HNG. The $P$ and $Q$ outputs are equal to $A$ and $B$, respectively. As shown in Fig. 8, $R$ is $A \oplus B \oplus C$. The last output ($S$) cannot directly be expressed in terms
of inputs, because of the existence of quantum $V$ and $V^+$ gates. To verify the $S$ output, we can write the truth table for it. For example if $ABCD$ inputs are 1101, two first $V$ gates are active and act as a NOT gate (Eq. (4)). The $V^+$ gate is inactive because its control input is “0”. Thus, in the $D$ to $S$ path there is a NOT operation that results to $S = "0"$. From the annotation of $S$ we also obtain $S = (1 \oplus 1).0 \oplus 1.1 = 0 \oplus 1 = 0$. Other 15 states can be checked in the same manner.

4. New Reversible Multiplier Circuits

The operation of the $4 \times 4$ multiplier is depicted in Fig. 12. It consists of 16 partial product bits of the form $x_i \cdot y_i$.

The proposed reversible $4 \times 4$ multiplier circuits have two parts. First, the partial products are generated in parallel using Toffoli and Peres gates as shown in Fig. 13(a). Then, the addition is performed as shown in Fig. 13(b).

The basic cell for such a multiplier is a full adder accepting three bits. We use HNG full adder and Peres full adder as reversible full adders which are depicted in Figs. 9(a) and 9(b). The proposed reversible multiplier circuits use eight reversible full adders. In the first design, we use HNG as full adder, and in the second approach we use Peres full adder. In addition, they need four reversible half adders. We use Peres gate as reversible half adder.

We make two choices for the full adder used in the multiplier circuit. If the design of Fig. 9(a) is used, then the QC of full adder is 6, whereas using design of Fig. 9(b) results to the QC of 8. Thus we have two designs based on which of the full adder circuits is selected. It has to be noted that if we use HNG full adder, then the summation network is the same as our proposed one in Ref. 12.
Fig. 13. Proposed $4 \times 4$ reversible multiplier circuits.
Table 1. Comparative experimental results of different reversible multiplier circuits.

<table>
<thead>
<tr>
<th>Reversible multiplier</th>
<th>No. of gates</th>
<th>No. of garbage outputs</th>
<th>Total quantum cost</th>
<th>No. of constant inputs</th>
<th>Total logical calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design 1 (HNG, PG, TG)</td>
<td>28</td>
<td>28</td>
<td>137</td>
<td>28</td>
<td>71α + 36β</td>
</tr>
<tr>
<td>Design 2 (PG, TG)</td>
<td>36</td>
<td>28</td>
<td>153</td>
<td>28</td>
<td>63α + 36β</td>
</tr>
<tr>
<td>Ref. 12 (HNG, PG, FG)</td>
<td>40 + 12FG = 52</td>
<td>56</td>
<td>232</td>
<td>44</td>
<td>104α + 52β + 36δ</td>
</tr>
<tr>
<td>Ref. 11 (MKG, PG, FG)</td>
<td>56</td>
<td>274</td>
<td>46</td>
<td>122α + 103β + 71δ</td>
<td></td>
</tr>
<tr>
<td>Ref. 10 (TSG, FRG, FG)</td>
<td>58</td>
<td>224</td>
<td>43</td>
<td>92α + 100β + 68δ</td>
<td></td>
</tr>
<tr>
<td>Ref. 9 (NG, PG, FRG, FG)</td>
<td>56</td>
<td>274</td>
<td>46</td>
<td>122α + 103β + 71δ</td>
<td></td>
</tr>
<tr>
<td>Improvement</td>
<td>(10–30)%</td>
<td>46.15%</td>
<td>0–2.14%</td>
<td>30% (8.59–22.66)%</td>
<td></td>
</tr>
</tbody>
</table>

5. Evaluation of the Proposed Reversible Multiplier Circuits

The proposed reversible multiplier circuit is more efficient than the existing circuits presented in Refs. 9–12. Evaluation can be comprehended easily with the help of the comparative results in Table 1.

One of the main factors of a circuit is its hardware complexity. We can prove that our proposed circuits are better than the existing approaches in term of hardware complexity.

Let

\[ \alpha = \text{A two input EX-OR gate calculation} \]
\[ \beta = \text{A two input AND gate calculation} \]
\[ \delta = \text{A NOT calculation} \]
\[ T = \text{Total logical calculation} \]

Total logical calculation is the count of the XOR, AND, NOT logic in the output expressions. For example, PG has two XORs and one AND in the output expressions.

Therefore: \( T_{(PG)} = 2\alpha + 1\beta \).

It is to be noted that in reversible logic we can use Feynman gate for making fan-out. Thus, if we have two equal output expressions (or part of the output expressions), then we can copy it with Feynman. In this situation, the logical complexity is just one XOR more than the expression. For example, for MKG we need 1XOR + 1AND + 3NOT to produce \((A'D' \oplus B')\). Then we make a copy of that with just one XOR. Thus we can state that the total logical calculation for MKG is: \( T_{(MKG)} = (1\alpha + 1\beta + 3\delta) + (1\alpha) \) (for copy) + \((1\alpha) \) (for last XOR of the R-expression) + \((2\alpha + 2\beta) \) (for last part of S-expression) = \( 5\alpha + 3\beta + 3\delta \).

For\(^9\) the Total logical calculation is: \( T = 92\alpha + 100\beta + 68\delta \), for\(^10\) the Total logical calculation is: \( T = 122\alpha + 103\beta + 71\delta \), for\(^11\) the Total logical calculation is: \( T = 104\alpha + 52\beta + 36\delta \), for\(^12\) the Total logical calculation is: \( T = 92\alpha + 36\beta \), for
proposed Design 1, the Total logical calculation is: 
\[ T = 9 \alpha + 13 \beta \] (for TG) +
\[ 11 \alpha + 17 \beta \] (for PG) +
\[ 8 \alpha + 23 \beta \] (for HNG) =
\[ 71 \alpha + 36 \beta , \] and for proposed
Design 2, the Total logical calculation is: 
\[ T = 9 \alpha + 13 \beta \] (for TG) +
\[ 27 \alpha + 27 \beta \] (for PG) =
\[ 63 \alpha + 36 \beta . \] Therefore, our proposed designs are better than the
existing circuits in term of complexity. Design 2 is better than Design 1 in term of
total logical calculations.

Garbage output refers to the output of the reversible gate that is not used as
a primary output or as input to other gates. Our proposed reversible multiplier
circuits produce 28 garbage outputs, but the design in Ref. 9 produces 56 garbage
outputs; the design in Ref. 10 produces 58 garbage outputs; the design in Ref. 11
produces 56 garbage outputs, and the design in Ref. 12 produces 52 garbage outputs.
So, we can state that our designs are also better than all the existing counterparts
in term of number of garbage outputs.

Number of constant inputs is one of the other main factors in designing a
reversible logic circuit. The input that is added to an \( n \times k \) function to make
it reversible is called constant input.\(^8\) Our proposed reversible multiplier designs
require 28 constant inputs, but the design in Ref. 9 requires 43 constant inputs;
the design in Ref. 10 requires 46 constant inputs; the design in Ref. 11 requires 44
constant inputs; and the design in Ref. 12 requires 40 constant inputs. So, we can
state that our proposed designs are also better than all the existing designs in term
of number of constant inputs.

Comparing our proposed reversible multiplier designs with the existing circuits
in Refs. 9–12, it is found that the proposed Design 1 requires 28 reversible logic
gates and the proposed Design 2 requires 36 reversible logic gates but the existing
design in Ref. 9 requires 52 reversible gates; the existing design in Ref. 10 requires
41 reversible gates; the existing design in Ref. 11 requires 40 reversible gates; and
the existing design in Ref. 12 requires 40 reversible gates. So, we can state that our
design approach is also better than all the existing designs in term of number of
reversible logic gates.

Total quantum cost is one of the other main factors in designing a reversible
logic circuit. Total quantum cost of our proposed Design 1 is 137, but the total
quantum cost of the existing design in Ref. 9 is 224; the total quantum cost of the
existing design in Ref. 10 is 274; the total quantum cost of the existing design in
Ref. 11 is 232; and the total quantum cost of the existing design in Ref. 12 is 140. It
is to be noted that the total quantum cost of our proposed Design 2 is 153. So, we
can state that our approach of Design 1 is also better than all the existing designs
in term of total quantum cost, which is an important measure of merit to evaluate
a reversible logic design.

From the above discussion we can conclude that the number of constant inputs
and garbage output are drastically reduced. Now, if hardware complexity is the
most important parameter, then it is better to use Design 2, and if the QC of the
circuit is the most important parameter, then the propounded reversible multiplier
circuit Design 1 is suggested.
6. Conclusion and Future Work

In this paper, we present two novel $4 \times 4$ bit reversible multiplier circuit designs. Table 1 demonstrates that the proposed reversible multipliers are better than the existing designs in terms of hardware complexity, number of gates, garbage outputs, constant inputs, and total quantum cost. Furthermore, realizations of MKG and HNG are presented. Our proposed reversible multiplier circuits can be applied to the design of complex systems in nanotechnology.

As future work, some other techniques to reduce the garbage outputs and constant inputs (as reversible update used in Ref. 24) might be possible. In addition, some other optimization techniques such as genetic algorithm may be used to reduce the quantum cost of the circuit.
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